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' Control Plane

Cloud Infrastructure Virtualization and Optimization Platform (CIVOP)

A Single-pane-of-glass solution for deploying and managing workloads
seamlessly across multiple regions, clouds, and on-premises
environments.

@ Boosts Developer Productivity with automated workflows
and self-service infrastructure.

® Built-in Observability and Security ensure robust
performance and compliance.

® Significant Cost Reduction through advanced optimization.



Achieving Cloud-Native Maturity

Complicated.

e

Reliability and Availability

Each major cloud provider

Is subject to regional and
availability zone failures along
with many other forms of
downtime.

IS

&2

Resource
Constraints

Difficulty accessing
specialized hardware
in certain regions.

@ﬁ

High Costs

Inefficient resource usage
that lead to excessive
costs.

@0

Latency

Users suffer from high
latency due to
geographical distance.

N>
&

Complexity

Requires specialized skills
to manage complex cloud-
native environments.

&

Security and
Compliance

Increased risk of security
breaches and non-
compliance.

CONTROL
PLANE

54

Vendor Lock-in

Limited flexibility due
to reliance on
specific cloud
providers.

Of

Time to Market

Slowed development
and development
processes.

Regulatory
Requirements
Need to comply with strict

regulations and avoid
single-cloud dependency.
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Achieving Cloud-Native Maturity with Control Plane...

9

High Availability

Virtually unbreakable
compute with automatic
failover and disaster
recovery built-in.

O

Resource Abundance

High-memory GPUs and specific
CPU types are readily available
because the “cloud is your
oyster”™ - use anyone’s compute

facilities.

S
Low Latency

Geo routing of requests to
the nearest (latency-wise)
healthy cluster, ensuring
fastest response time,
always.

b

Oy

Cost Efficiency
Capacity AI™

continuously ensures
workloads are billed by
the exact number of vCPU

Simple

Y

Enhanced Security
& Compliance

millicores and RAM.

Accelerated Time

to Market

Developers can ship code
faster with automated, self-
service infrastructure.

Regulatory
Readiness

Codified regulatory
controls make compliance
adherence easy and
automatic.

Built-in policies ensure
security and compliance
without extra effort.

O\O

Vendor
Independence

Mix and match any service
of any cloud, run workloads
anywhere, including on-
prem with ease.

G

Eliminated Complexity

The power of K8s, without its
complexity and tooling sprawl.
Scale from O to billions of users
with 100% confidence and best
practices out of the box.
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Focus Areas

1 Compute Anywhere

2 Significant Cost Savings (60-80%)

3 Multi-Cloud, Hybrid Cloud Enablement

4 Security & Compliance - BETTER-THAN-MILITARY-GRADE
5 Observability- Best in Class

6 Developer Productivity without Compromise

7 24[7 Fanatical Support




1  Compute Anhywhere



Freedom to Run Compute

Anywhere.

® Flexible Hosting Model

® Cross-Cloud Secure Networking

A centralized management console for deploying and
managing workloads seamlessly across single-cloud,
multi-cloud, hybrid, and on-premises environments, giving
engineers flexibility and control.

With Global Virtual Cloud (GVC™), organizations achieve
high availability, low latency, and auto geo-routing,
all managed from a unified, intuitive interface.

= 0 EEEJE“L demo-cpln-organization / GVC / demo-gvc [ Workloads / demo-workload / Deployments

Manage GVC
STANDARD WORKLOAD
® GVC: demo-gvc > demo-workload open@ ©
£ Workloads
7 Identities it

aws-us-west-2 v -
https.//demo-workload-w2kna7q9vtwry.aw?

alplane.us! [y Open 4
Volume Sets

Manage ORG
Status

& Org: demo-cpin-o... »

Version 2

m Images

Container Name Image

& Locations

i Domains

A~ ubuntu ubuntu:22.04

& Agents
fH Secrets

8 Cloud Accounts

azure-eastus2 v -
hitps://demo-workload-w2kna7q9vitwry.azure-eastus

Analyze

&i Logs

e

dil Metrics

Version 2
€% Cost & Usage

8 Quotas Container Name

/H
Services A Bl Mpon s
A ubuntu
& Memcache
Status
S SpiceDB Ready

Access Control ~
& Users

£ Groups

@ Service Accounts
E® Policies

g8, Audit Trail

Eﬁ Audit Contexts From many clouds, one™

Copyright © 2024 Control Plane Corporation

CPU Reserved

50 Millicores

CPU Reserved

50 Millicores

CPU Reserved

S0 Millicores

CPU Reserved

50 Millicores




0 CONTROL
PLANE
Freedom to Ru N A unified platform for managing and deploying workloads across single-

cloud, multi-cloud, hybrid, and on-premises environments. All tasks can be

COm pUte AnyWhel‘e accomplished through the Control Plane

Ul, CLI, AP, Terraform and Pulumi, seamlessly integrating with any CI/CD

provider.
Global Virtual Cloud (GVC™)
aws-us-east-2 aWs

GVC™s allow engineers to create named collections of locations within single or ® AWS, US East (Ohio) ~) Yes
multiple cloud regions and even on-premises environments. Regions can span
across clouds easily, enabling deployments across AWS, GCP, Azure, and any ° aws-us-west-2 aWws Yes
secondary providers like Hetzner, Oracle, Linode, as well as on-premises bare AWS, US West (Oregon) ~)
metal or VMs. azure-centralus

[ _ Yes

Azure, Central US
Automatic Geo-Routing and Failover

azure-eastus?2

A
@ Azure, East US 2 A Yes

When backend code is deployed to a GVC™, workloads are served as TLS
endpoints from the nearest healthy location. If a region experiences an gcp-us-east1

outage, traffic is instantly routed to the next closest healthy location, ensuring GCP, Moncks Corner, Sout...
99.999% availability, ultra-low latency, and compliance.
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Flexible

Hosting Model

A GVC™ can consist of the following:

® Locations provided by Control Plane: Workloads deployed to
these locations run on Control Plane’s pre-existing K8s clusters,
eliminating the hassle of setting up your own clusters or creating
your own cloud accounts. Control Plane offers all locations from
AWS, GCP, Linode, Azure and others.

® Locations provided by you or @ A hybrid combination
your customers are easily combining compute
added to your GVC™. resources provided by

Control Plane and you or
your customers.




2 Significant Cost Savings (60-80%)



Reduce cloud compute costs

by 60-80%

® Never over provision!

® Pay by millicore with Capacity Al™

Control Plane's cost optimization provides visibility
and control across one or multiple cloud providers
helping to reduce overall cloud spend. Avoid
additional expenses around NAT gateways, load
balancers, observability, orchestration management
and more.

-

Infrastructure Spec

CPU Usage: 37.74 Cores
Memory Usage: 118665 MiB

Application Spec

CPU Usage: 62.68 Cores
Memory Usage: 678467 MiB

CONTROL
PLANE

Submitter Name:
K8s expense: $24220.25 / month
Control Planiz cost: $8344.37 / month
Expected savings: $15875.88 / mohth



CONTROL
PLANE

Control Plane Pricing Models

Model 1
Compute Provided Usage-Based Pricing: Compute Provided by You

Only pay for the CPU

by COI‘ItI‘Ol Plane and RAM you use. BYOK (Bring Your Own Kubernetes):

$0.005 per millicore-month

MK8s (Managed Kubernetes):
When running on Control Plane's provided compute, $5 per core-month

these costs go away.

© NAT Gateways © Internet Gateways

© TLS Certificates & DNS and Global DNS Observability

® Secrets Storage and Management © Container Registry Storage and Management ) .
First 100 GB Free: Includes logs, metrics, and

© Log Storage and Consolidation © Metrics .
tracing up to 100 GB per month at no cost.

® Shared Load Balancing © Audit Trail
& Container Orchestration (e.g., K8s) & Service Mesh (e.g Istio)
© VPN between VPCs © Auto-scaling




Cost-Savings with Capacity AI™

Capacity Al™ is an intelligent resource management feature

that dynamically adjusts container resources (CPU & Memory)
based on realtime usage telemetry, optimizing vCPU and RAM

allocation to deliver significant cost savings.

Benefits:

e Adaptive Scaling: Automatically adjusts resources between set
minimum and maximum values to fit workload needs. BOTH UP
AND DOWN!

e Balanced Allocation: Maintains an optimal CPU-to-memory
ratio, reducing inefficiencies.

Features:

e Minimum Resources: Downscales CPU to 25 millicores with a 1:3
CPU-to-memory ratio.

e Location Override: Allows customization to enhance performance
for specific target audiences.
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Multi-Cloud
Hybrid Cloud Enablement




Flexibility

to mix-and-match any
combination of AWS, GCP,
Azure, services

The Control Plane Universal Cloud Identity™ is a
unique capability, giving workloads complete
portability. A workload can run on any cloud or on-
premises while consuming the union of any of AWS,
GCP, or Azure's services. Workload code does not need
to be concerned with credentials.
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Flexibility to Mix-and-Match any combination

of AWS, GCP, Azure, services

Combine Services Across Clouds

Run workloads with the ability to use any service across cloud providers.
For example, a workload running on-premises can still consume AWS's S3,
GCP's BigQuery, and Azure's Cosmos DB, without dealing with credentials.

Freedom from Cloud Lock-In

Avoid being confined to the service offerings of a single cloud
provider. Run compute on secondary cloud providers (e.g. Hetzner,
Linode) or even on-premises, while still accessing the full suite of
services from the hyperscalers.

Optimize Costs and Efficiency

Flexibility to choose the most cost-effective, performance-
optimized services, regardless of where the workload runs.

Simplified |IAM Management:

Universal Cloud Identity™ eliminates complexity, ensuring least
privilege access control for secure, streamlined access across all
environments.
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' Cross-Cloud Secure Networking

® Cloud Wormhole® provides secure access to
private network resources. It's a software-defined
VPN implementing the Wireguard protocol to
enable secure resource access across clouds.
Workloads can securely reach network resources
that are otherwise unreachable, such as endpoints
inside a VPC not exposed to the internet or in
private data center networks.

® Additionally, Control Plane supports VPC peering,
AWS Private Link, and equivalent private link
methods on Azure and GCP, enabling cross-
cloud secure networking that spans across
one or multiple clouds.




4 Security & Compliance

Better than
Military-Grade




Military-Grade
Security & Compliance

® Codified best of breed security controls
® Compliance, Zero-Trust, Secrets Management
® Fine-Grained Access Control

® Tamper proof Audit Trail

Control Plane provides comprehensive, military-grade
security and compliance, enabling organizations to meet
stringent regulatory requirements across single-cloud,
multi-cloud, hybrid, or on-premises environments while
enhancing operational efficiency.
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Options Close Diff View X
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Firewall

|dentity description: hello-app

id: bb167873-b@be-4c19-8435-51379b0952ec

Containers

taylor-helloapp

kind: workload

- lastModified: '2024-02-26T20:35:09. 7457
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Add +

Deployments _
links:

Tags ;
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Metrics [
rel: self
Events
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Audit Trail >0
Logs 21 Rtainers:
22
Connect

Expand 32 lines ...

Access Report
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56 tags: {}
57 = version: 2

From many clouds, one™
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Security: Compliance, Zero-Trust,
Secrets Management

Compliance Zero-Trust Security Approach
Control Plane is SOC 2 Type Control Plane implements a Zero-Trust

ll, PCI DSS Level 1, HIPAA, and security approach, embodying continuous
GDPR compliant. identity verification, least privilege access,

continuous monitoring, micro-segmentation, S ,
and encryption. N -- |

Secrets Capabilities

® Container Injection: Inject ® Azure Management: Leverage
secrets into containers via Azure SDK and Azure Connector
environment variables or volumes. secrets for managing Azure policies.
e Image Registry Pulls: Use e Secret Types: AWS, Azure
secrets for image registry access Connector, Azure-SDK, Dictionary,
(e.g., Docker, ECR, GCP) to enable Docker, ECR, GCP, Keypair, NATS
secure image pulls for workloads Account, Opaque, TLS, Username &

ina GVC™. Password and many more.
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Security:
Fine-Grained Access Control

Resource-Specific Permissions

® Policy-Based Access: Manages access by defining minimum permissions Example
for each resource type, supporting fine-grained authorization.

Policy "Foo" allows the
"Viewers Group" to invite
new users, ensuring only
authorized roles can perform
specific actions.

e Policy Components:

o Resource Type or specific resources: Controls access to resources
(e.g., Agent, Workload, Cloud Account, GVC, User).

o Bindings: Assigns permissions (e.g., create, view, delete) to users, groups, service
account or identities.

e Control Plane Resources: Includes Agent, Cloud Account, GVC, Identity,
User, Volume Set, Workload, Cluster and many others.

This approach ensures that organizations maintain compliance
and security by tightly controlling access to resources.



Security: Audit Tralil

Comprehensive Audit Trail

Immutable Records: Every resource type in Control Plane is
documented in a secure, tamper-proof audit trail.

Action Details

Recorded Data: Includes Timestamp, Resource Name, Resource
Kind, Version, Results, Subject (user), and a link to raw JSON.

User-Friendly Interface

¢

Users can search, filter, and review actions taken on both
Control Plane and custom workloads through a dedicated Ul

(and API).

Filtering Options

Streamline Searches: Filter by Resource Type, Audit
Context, Resource Name/ID, Subject, or Date.
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Identity
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Add 4

Deployments
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2024-03-21 02:00:00

Timestamp (Local)
2024-03-27 06:06:38.959
2024-03-27 06:01:15107
2024-03-27 05:47:26.222

2024-03-27 05:47:26.273

Mame

httpbin-example
httpbin-example
httpbin-example

httpbin-example

Type

workload
workload
workload

workload

i
Version
4
3
1
2

View Diff For All

Status
OK
OK
OK
OK

Message

Updated workload httpbin-example
Updated workload httpbin-example
Created workload httpbin-example

Updated workload httpbin-example

Clear All Filters

Subject

I8 test-12B@example.com 7
IR test-128@example.com 7
ik test-128@example.com A

ﬂ controlplane A
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s Observability

Best in Class [ any third party option
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BEST-IN-CLASS
Observability Aggregation

® Logs
® Metrics

® Tracing

Control Plane offers comprehensive observability
with centralized logging, metrics, and tracing,
ensuring seamless monitoring and troubleshooting
across single-cloud, multi-cloud, hybrid, or on-

premises environments.



Log Aggregation

The Control Plane platform natively centralizes workload
logs in a cloud agnostic manner across any number of
locations where workloads execute.

® Logs are centrally aggregated ® Built-in real-time
and presented as if from a single logging and Grafana
provider, with flexible filtering based visualization

capabilities. for immediate insights.

® Users can:

® Apply filters (e.g., location, container, start and end date)
to identify workload-specific issues.

e Query logs with the LogQL language (e.g., container, GVC,
location, replica, workload).

e Ship logs to external log providers (e.g., Coralogix, Datadog,
Amazon S3, Logz.io) to leverage external log storage and
visualization tools.

e Define Alerts based on expressions that can trigger many alert
types, including PagerDuty, Slack, Teams, Email and many others.
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2824-83-27 B85:33:16.925

® G Use the full power of

fB24-83-27 B85:33:16.925 vmmr T
e on Grafana . Sty

pleWebKit/537.36 (KHTML, like Gecko)

2824-03-27 85:33:16.925 ettt in i o1,

icon.ico HTTP/1.1" 288 - via_upstream
/7) AppleWebKit/537.36 (KHTML, like Gec
ybin-example-dawfwskBfwvda.t.cpln.app" "

r_static/lib/jguery.min.js HTTP/1.1" 268
Intel Mac 0S X 18_15_7) AppleWebKit/537.3
se=a@7f4ddaealsd” "hitpbin-example-dawfvskBfy

isgger_static/swagger-ui-bundle.js HTTP/1.1" 2
acintosh; Intel Mac 05 X 18_15_7) AppleWebKit /s

EH’E#“EI 3 b= E :I' DE_ s 33 : ].E X El E 5 Jag-4cTf-84T1-eTBcaSeldad" "httpbin-example-dand

GET [flasgger_static/swagger=-ui-standalone=preset.js
gs" "Mozilla/5.0 (Macintosh; Intel Mac 0S X 18_15_7) Apr
37.36" "312B255e~ched-4839-a77c~-96760dfdabdd" "httpbin=-exs

0:16.419Z] "GET /flasgger static/swagger-ui.css HTTP/1.1" 200 - v
Wo0zilla/5.8 (Macintosh; Intel Mac 05 X 10_15 7) AppleWebKit/537.36 (

E I}E'q- ""IEI 3 b E :II I}E‘ a ThAPUG" "213f3a2f-ede2-42fa-809a-belll144cdIbd" "hitpbin-example-dawfvsk8fwyd
| *

P-03-27703:33:16.1692] "GET [ HTTP/1.1" 288 - via_upstream - "-" @ 9593 138 1
fitosh; Intel Mac 05 X 168_15_7) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/123.
al-bdB9-c291edctB3a6" "httpbin-example-dawfvsk8fwvda.t.cpln.app™ "10.6.126.128:8¢

[2024-83-27 B3:33:82 +8088] [8] [INFO] Booting worker with pid: &

container=httpbin stream =stderr [2024-83-27 B3:33:82 +0866] [1] [INFO] Using worker: gevent

[2624-03-27 03:33:62 +68808] [1] [INFO] Listening at: http://8.8.8.0:88 (1)

[2024-03-2T7 83:33:01 +6006] [1] [INFO] Starting gunicorn 13.9.8

Home Page Videos




CONTROL
PLANE

Metrics Collection

The Control Plane platform natively /

centralizes workload metrics in a cloud . 4 28 General / Metrics Overview Cloud v <&
agnOStiC manner across any number Of ( gvc gvec2 v workload  workload1 v location  All ~ percentile 90 v grouping locati
locations where workloads execute. ,, - ReauestData

i

Request Latency - 90th percentile

20 ms
. . . 15 ms
® Enables custom metrics collection, with workloads e |
emitting Prometheus-formatted metrics. H B || ,ﬂ{ S
L : ‘1 __ }.__ _I 1_ N . (AN AL 'I __ L AT ANS A r_'_i'-_lll_lll_} T I_ II LA ,' I.UIFI;I_
Alert rules 10 19: 15 19:20 19: 25 19:30 1935 19:40 19: 45 19:50
' EaCh Container can be Configured fOI‘ CUStOm metl‘iCS, Contact points I-1 workload1 == gvc2 aws-sa-east-1workload1l == gvc2 aws-us-west-2 workload1
) ) . o . s workload1 gvc2 azure-eastus2 workload1 == gvc2 gcp-me-west1 workload1
offering precise control over data collection. Sl il e

Silences
Groups Average Request Throughput

® Supports resource utilization analysis and
optimization for cost-effective cloud operations.

Admin

+ Create alert rule
® Sophisticated alerting options allow operators to be IR Vv w i w P mm pmw y w y
notified of anomalous conditions as soon as they ’

OCCUr 19:05 19:10 19:15 19:20 19:25 19:30 19:35 19:40 19:45 19:50

== gVC2 aws-eu-central-1 workload1 == gvc2 aws-sa-east-1 workload1l == gvc2 aws-us-west-2 workload1

== VvCc2 azure-centralus workload1 gvc2 azure-eastus2 workload1l == gvc2 gcp-me-west1 workload1
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Tracing

® Native Open Telemetry Protocol ® Default Grafana-based tracing ® Envoy/lstio configuration included
(OTLP) integration supports visualization or integration with and customizable for comprehensive
custom tracing backends. any open-telemetry tool. tracing and analysis.

L © Explore < " tracing - B X Close 83 Addtodashboard @ ~ & Q N 645a8bb203d6e7fd38181505edc6672
>
A, Query type Search Trace(lL JSOM File Service Graph + Add query E} Query histgry {;} Inspector
Service Name frontend
oo
) Span Name ingress X Trace View
!@ Tags = loadgenerator: egress frontend.online-boutique.cpin.local:8080 os4sa8bh203d6271d381815052dc6672
o Min Duration
a 198 2024-02-29 11:43:54.737 80.52ms 7 4 16
Max Duration .
Limit (i} 10000 o
-
+ Add query & Query history @ Inspector Service.. v > ¥ » . Ous 20.13ms 40.26ms 60.39ms 80.52ms
v I loadgenerator e [:n'r,—
Table « | frontend ingress (7.7 [,
« | frontend egressp [ @ 1.6ms
Trace ID Trace name Start time Duration | productcatalc [ 767)s
da77090ffd6b3d0850247... loadgenerator egress front... 2024-02-29 11:43:56 76 ms v | frontend egressc @ @B 2.93ms
| currencyservi [ | 2.31ms
645a8bb203d6e7fd38181... loadgenerator egress front... 2024-02-29 11:43:54 80 ms I Fontand > e
i eari % 2.77ms
82fc4a52eb8lad2d2ded0... loadgenerator egress front... 2024-02-29 11:43:54 79 ms | cartservice in [ 8 192ms
f692ee344971a03227841... loadgenerator egress front... 2024-02-29 11:43:49 74 ms v | frontend e (e . =.03ma
currencyservi [ B 1.18ms
50c126d8aa80ef840d70ff... loadgenerator egress front... 2024-02-2911:43:49 46 ms

w I frontend egres [3 63,54 rrs

p—— [y gl el d R s I » ™ A, - ) e Gyt ey U R S RS SR [



6 Developer Productivity without Compromise



10x Enhancement

In Developer Experience,
Productivity, and Enablement

® Engineering ROI due to self-service
® Cluster Management

® Scaling

® GitOps with Infrastructure-as-Code

® Observability, Security & Compliance
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Engineering Return on Investment (ROI)

The Control Plane platform significantly boosts the Return on Investment for
engineering teams in multiple ways.

Database Streaming & Messaging Application Definition & Image Build Continuous Integration & Delivery

@ Firstly, it minimizes the need for engineering
teams to become experts in intricate details
of various cloud providers and complex
open-source projects like Kubernetes, Istio,
Prometheus, Grafana, Vault, Envoy, Open .
Telemetry, KNative, and MANY others.

APP DEFINITION & DEVELOPMENT

Z-
oz
ks
ozl
=0
ik
I<
o=
oOxR

® This directly translates into time savings,
allowing teams to focus on functionality
development rather than wasting time on
platform engineering tasks. ==
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Domain Knowledge required without Control Plane
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DevOps Productivity:
Cluster Management

Simplified Cluster Management

@ EKS often requires manual configurations for setting
up and managing Kubernetes clusters, including:

® Node groups
® Security policies

® VPC networking

@ Control Plane automates these tasks, reducing
the burden on DevOps teams and allowing for
faster cluster provisioning and updates.




DevOps Productivity:
Scaling

Automated Scaling & Load Balancing

® In compute services like EKS, GKE, and AKS,
scaling and load balancing configurations often
require complex operations and fine-tuning to
optimize performance.

@ Control Plane automates these processes with
intelligent scaling and integrated load balancing,
ensuring efficient resource management without
needing hands-on adjustments

Refer to Slide 13 on Capacity Al™ for
more detail.
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Suspend
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Auto Scaling Learn More [

Scaling Strategy

Concurrent Requests

Target v
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Min Scale v

1

Max Scale v

3

Scale to Zero Delay v

¢
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DevOps Productivity:
GitOps with Infrastructure-as-Code

GitOps and Terraform-Ready

® Control Plane seamlessly integrates with GitOps
workflows and Terraform and Pulumi, enabling
organizations’ DevOps teams to manage
infrastructure-as-code and automate changes.

® With native Terraform or Pulumi support, including the
ability to export configurations directly to Terraform,
Control Plane aligns with GitOps principles for version-
controlled, declarative infrastructure.
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DevOps Productivity:

Observability, Security, Compliance

Control Plane enhances DevOps productivity by simplifying observability
and security, allowing teams to focus on innovation rather than infrastructure
management.

Centralized Observability

Aggregated logging, metrics, and tracing across single-cloud, multi-cloud, hybrid,
or on-premises environments provide clear insights and streamline troubleshooting.

Military-Grade Security & Compliance

Military-grade security with built-in compliance frameworks reduces the burden
on DevSecOps teams, ensuring secure, compliant deployments by default.

Reduced Operational Overhead

Simplified IAM management, observability, security, and compliance cut down
on manual work, giving engineers more time for development and optimization.
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Tailored Support

You have mission-critical applications that cannot be
down. Control Plane offers flexible support packages:
Bronze, Silver, Gold, Platinum, tailored to fit your scale and
growth, ensuring you get the guidance and technical
expertise you need to succeed at every step.
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Support Packages

Bronze

Provides essential email
support and knowledge base
access, enabling teams to
resolve basic issues quickly.
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Silver
Enhances support with

priority response times and
limited consulting hours for
specific integration needs.

Gold

Offers extended coverage, real-
time monitoring assistance, and
in-depth consulting. Ideal for
scaling operations.
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Platinum

24[7 Premium Support &
Expert Consulting: Dedicated
account management and
tailored solutions for complex
multi-cloud environments.
Direct 24/7 access to K8s, Istio,
KNative contributors.



From Many Clouds, One™



